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Language is one of the most important pillars of cultural identity and its integration into the 

technological domain is vital to its preservation and development. Today’s TTS systems for Georgian 

language require improvement both because of the language’s particular characteristics and the scarcity 

of available resources. In the face of this deficit, no large-scale study has yet examined the specific 

challenges and requirements involved in deploying TTS systems for Georgian. The goals of our project 

are to: (1) Investigate the primary barriers to the development of Georgian TTS systems. (2) Design and 

implement a rule-based TTS prototype. (3) Define future perspectives for advancing TTS systems. 

Although rule-based approaches represent one of the simplest TTS models, our project will establish a 

solid foundation for future research and technological innovation. Moreover, the closed source nature 

and functional limitations of existing Georgian TTS systems further underscore the need for an open, 

transparent, and easily controllable solution. Consequently, our system has the potential to deliver 

significant benefits in education, meet the needs of users with disabilities, and increase access to 

Georgian culture. 

We will present the project as a Windows application featuring a text input window where users enter 

their text. The application will automatically normalize the input, converting numbers to their written 

form, expanding abbreviations, and so on. For each word, it will identify the set of phonemes required 

for correct pronunciation, then “glue” (i.e. concatenate) them, and then add appropriate pauses and 

rhythm. Finally, the system will generate an audio recording that can be played directly within the 

application or downloaded in WAV format. The implementation will use Python and its standard 

libraries. Our rule-based TTS model will map each syllable to a pre-recorded phoneme. We will build 

and manage our own phoneme database, recording samples with Audacity and storing them in SQLite. 
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